
ML4CC: Lecture 12

Sit with your discussion groups (same as last time)



Assignments reminder

No more PMIRO+Q!

Today - Project check-ins during second half of class

Apr 24 - Exam II (during first half; second half of class is project work time)

May 1 - Project Presentations 

Project reports due May 8th.



Summary of last paper

P - Solving the OPF is too computationally expensive. Let’s find a way to reduce 
the number of equations included in it

M - Train a graph neural network to predict which lines will be congested and only 
include those line constraints in the OPF

I - Use of GNNs to create a reduced OPF

R - Runtime of the ROPF is less than the full OPF, but there are errors that would 
lead to over-capacity lines

O - How would this scale to more realistic grids? 



Climate Change in the News



Paper 10 Discussion 



Attendance 

Select one person from the group to be the attendance taker and fill out the 
attendance form (linked to under syllabus in Brightspace)



Discussion Question 1

What is the Robeson upper bound and how does it relate to a Pareto front (in your 
own words)?



Description of tradeoff between permeability and selectivity

The Robeson upper bound describes the observed negative relationship between permeability 
and selectivity. Most known polymers do not have better permeability/selectivity value pairs than 
this upper bound. 

In this way, the upper bound represents the non-dominated front, i.e. the Pareto front, for the 
multi-objective function problem of trying to maximize both permeability and selectivity 



Discussion Question 2

What part of this work could be considered an “emulator” (based on how we’ve 
previously used that word in class)?



Emulator: an ML system that circumvents running 
expensive simulations 

The PPF is an emulator that predicts permeability and selectivity without needing 
to run a simulation (note: this is “multi-task” learning)



Discussion Question 3

What are the two instances where an ensemble method is used here?



Ensembles: combining outputs of models trained 
separately

This is itself an 
ensemble 
model!



Discussion Question 4

How do the inputs to the elastic net and XGBoost models differ from the inputs to 
the Graph Neural Network model or the inputs to the Transformer model?



Hand-designed features for simpler models



Full molecule data for complex models

Graph Neural Networks for molecules

Park et al, 2022



Full molecule data for complex models

Transformers for 
molecules: need to 
represent the molecular 
structure as a sequence 
of characters 

Xu et al, 2022



Discussion Question 5

What are the observations/states, actions, and rewards for the reinforcement 
learning problem here? What type of model is used to generate the policy?



Making better polymers

Change 
a 
molecule 
on the 
polymer

Product of 
permeability and 
selectivity

Structure of the 
polymer passed 
through a Graph 
Neural Network

Set of 3 
multi-layer 
perceptrons



Discussion Question 6

Create a flow chart of the methodology based on these parts (hint: there is a loop):

Initial 
polymer 
structure

PPF 
Emulator

RL Policy

Estimated 
permeability 
& selectivity

Molecular 
Simulation

New Polymer 
Structure

Permeability 
& selectivity



Discussion Question 6

Create a flow chart of the methodology based on these parts (hint: there is a loop):

Initial 
polymer 
structure

PPF 
Emulator RL Policy

Estimated 
permeability 
& selectivity

Molecular 
Simulation

New Polymer 
Structure

Permeability 
& selectivity

For best:



Discussion Question 7

For the polymers discovered by the model, does the PPF output align with the 
results of physical simulation (hint: check appendix)? Why was it important to 
check? Do these molecules perform better than the Robeson bound?



Good alignment between PPF and molecular simulation

Important to validate the PPF guesses, because the RL policy may have found 
some really weird solutions that are outside the space of polymers the PPF was 
trained on. 



http://www.youtube.com/watch?v=hx_bgoTF7bs&t=87


Designed polymers perform better

But:



Discussion Question 8

Share what questions you wrote in your PMIRO+Q and decide as a group what 
you’d like to ask. 



Update your PMIRO+Q

Submit a second file to the Brightspace assignment (don’t overwrite the original):

It should:

Update your PMIRO as needed

Answer your own Q

You can be talking with your group during this! 



15 min break



Project Presentations

8 minutes + 1 minute for questions (staying on time and asking questions will be 
part of the grade)

Everyone must be on time to class as we will need to start immediately

Order will be chosen randomly

You will need to upload your slides to Google Drive before the start of class (the 
title should include your team name)



Exam Prep

Exam 2 has the same format as Exam 1 (you will be asked about climate content, 
ML ideas, and the papers).

It will cover content related to the last five papers. 

As before, focus on knowing the material covered in the slides.



Additional notes

You don’t need to know:

How DQN (or any other specific RL algorithm) works.

Specifics on how energy is generated by different methods

Details of how different methods pull CO2 from the air

You do need to know methods used in paper 10 that were introduced in the first 
half of the course



Project Check-Ins

Each team must come up to me at some point before the end of class to discuss 
progress (don’t wait til the end!!)


