
ML4CC: Lecture 8

Sit with your discussion groups (same as last time)!



Assignments reminder

Keep doing your PMIRO+Q 

Your third coding assignment is due Friday, March 20th by 8am.

Your project plan assignment is due April 1st by 11:59pm.



Climate Change in the News



Climate Change in the News

“Instead of only focusing on inevitable 
destruction, we need to talk about 
progress, resilience efforts, small wins 
and potential solutions — all of which 
encourage hope and action rather than 
avoidance. It’s equally as important to 
openly talk about climate anxiety. 
Facing these issues as a community 
rather than alone, whether that be 
through academic coursework, local 
initiatives or campus-wide discussions, 
can be one of the most influential steps 
in addressing our collective distress.”



Paper 6 Discussion 

Tackling Climate Change with 
Machine Learning: workshop at 
ICLR 2023.



Attendance 

Select one person from the group to go to fill out the attendance form (link in 
Brightspace)



Discussion Question 1

How precisely is tweet “engagement” defined? Do you think this is a good way to 
measure how effective communication is?



Sum of likes, retweets, and replies

People can engage with a tweet for many reasons, including to support it but also 
argue against it. This method collapses over different styles of engagement and 
has no means of measuring positive vs negative engagement. 



Discussion Question 2

Why do the authors focus on the pairwise comparison of two tweets? What are the 
constraints they use to pick pairs? Do these constraints significantly impact the 
amount of data they can train on?



By comparing similar tweets with different content, they 
can isolate the impact of content

A model trained to predict a single tweet’s engagement would probably 
do well simply by guessing based on author popularity. By forcing the 
model to predict which of two tweets by the same author in the same 
time period gets more engagement, the model needs to learn the impact 
of tweet content



774,507 pairs is a lot less than the ~8,041,921^2 possible pairs.

(but still a good amount of pairs)



Discussion Question 3
Draw a box and arrow diagram that explains the conceptual architecture of the 
model built in the paper. Make sure it includes the following boxes. Blue boxes 
represent functions/models and gray boxes represent data objects.
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Discussion Question 4

The authors describe their model as “interpretable”. What about the design makes 
the model easy to interpret/learn from?



Understandable features + linear model
The output of the topic clustering algorithm is a vector of probabilities associated 
with each topic. The metadata features are also easily interpretable. The weights 
assigned to these features by the linear model directly indicate how important 
each feature is for tweet engagement.



Discussion Question 5

How were the topic labels determined?



Topic labels determined by hand



Discussion Question 6

Which source of information is more responsible for good model performance: 
tweet topic or metadata? How do you know?



Topic contributes more to performance

But metadata contains extra information such that the union of both inputs 
performs best.



Discussion Question 7

What are the authors describing here?
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Discussion Question 8

Share what questions you wrote in your PMIRO+Q and decide as a group what 
you’d like to ask. 



Update your PMIRO+Q

Submit a second file to the Brightspace assignment (don’t overwrite the original):

It should:

Update your PMIRO as needed

Answer your own Q

You can be talking with your group during this! 



15 min break



Lecture

Climate Change content: finances

Machine learning content: recommender systems, genetic algorithms



Addressing climate change takes money

Some methods of reducing 
GHGs are actually financially 
beneficial immediately (such as 
increasing energy efficiency), 
but others will cost a significant 
amount of money upfront. 



But the effects of climate change are even more expensive

$2.2 trillion in losses from 1980-2022 for the US

And over the next 50 
years, nearly 900,000 jobs 
could disappear each year 
due to climate damage

https://e2.org/reports/cost-of-climate-change/ 

https://e2.org/reports/cost-of-climate-change/


Where should that money come from?

Free Market

Corporations

Carbon Tax

Carbon Credits/Offsets



Free Market

Consumers “vote with their wallet” and choose to buy sustainable options rather 
than products associated with high emissions



Will consumers make sustainable choices?

Some research suggests they might

https://theroundup.org/environmentally-conscious-consumer-statistics/ 

https://theroundup.org/environmentally-conscious-consumer-statistics/


Will consumers make sustainable choices?

This may even continue under economic uncertainty



Can we leave it to the consumer to fund our climate 
change response?

Probably not, due to....



Can we leave it to the consumer to fund our climate 
change response?

Probably not, due to....



Can we leave it to the consumer to fund our climate 
change response?

Probably not, due to....

The need to fund collective 
infrastructure projects



People believe fossil fuel companies should pay

Respondents in every country surveyed 
were united against increasing costs to 
taxpayers or consumers. In the U.S., 15 
percent of adults said climate change costs 
should be borne by consumers through 
higher prices. Eighteen percent said 
taxpayers should pay a lot of the cost.

https://www.politico.com/news/2022/02/09/climate-change-expensive-who-should-pay-00005198 

https://www.politico.com/news/2022/02/09/climate-change-expensive-who-should-pay-00005198


Taking oil companies to court to pay for climate change



Climate ‘Superfunds’

Collect money from fossil 
fuel companies for 
disaster recovery and 
climate change 
adaptation.



Carbon tax

According to the EPA, tax-based 
regulatory systems provide incentives 
for polluters to find cost-effective 
solutions to emissions control. 

Firms will either pay the tax or, if it is 
cheaper, they will reduce emissions to 
avoid the tax.



Offsets and carbon credits

http://www.youtube.com/watch?v=b1xHUwszumw


Blockchain-based carbon credit tracking

The blockchain creates a public ledger 
that can be used to verify that an entity 
has bought or sold carbon credits. 

Most blockchains run on “proof of work”

This is a problem because...



Proof of Work is a huge waste of energy



Crypto mining requires way too much energy

Any one proposing a 
blockchain-based carbon 
credit system or crypto-funded 
climate company will need to 
address energy issues

https://www.whitehouse.gov/wp-content/uploads/2022/09/09-2022-Crypto-Assets-and-Climate-Report.pdf 

https://www.whitehouse.gov/wp-content/uploads/2022/09/09-2022-Crypto-Assets-and-Climate-Report.pdf


Crypto mining and the popularization of AI are driving up 
energy use in unprecedented ways



Machine Learning requires energy 

Very large models (like ChatGPT) can use an enormous amount of energy for 
training.

*This week’s paper explicitly measures their compute-related emissions

https://mlco2.github.io/impact/ 

~$5 mil to train 
an early 
version of 
ChatGPT

https://mlco2.github.io/impact/


How can we get people to switch to better products?

Build a recommender system

A system or algorithm that recommends products or posts to a user based on 
knowledge of that user. These algorithms can be built in many different ways 

A good recommender system might help people switch to more eco-friendly 
products 



Recommendation problems can be complex

We don’t want to recommend just any eco-friendly products. We want to 
recommend products that:

Aren’t too expensive

Are similar to what a person normally wants

Lower emissions without other side effects like increased water use

Etc.  

One way to say this: we have multiple objectives



How can we write a loss function when we have multiple 
objectives?

Lecture 2:



How can we write a loss function when we have multiple 
objectives?
One option: “scalarization” 

I.e., turn the multiple objectives into a single scalar value by computing a weighted 
sum of them.

E.g.,

   Total Loss = a*CO2_term + b*Cost_term + ....

Pros: can treat it like a normal loss/optimization function

Cons: need to decide on the weights



How can we write a loss function when we have multiple 
objectives?
But why does the loss function need to be a single function anyway?

For backpropagation, we need a single differentiable function

Lecture 2:



Evolutionary/Genetic Algorithms

http://www.youtube.com/watch?v=ziMHaGQJuSI


Evolutionary/Genetic Algorithms

https://www.generativedesign.org

Where does something 
like a loss function go?

In evolutionary algorithms, each 
individual needs to be evaluated 
according to a “fitness” function, and 
those that fall below a fitness threshold 
don’t get to be part of the next 
generation (‘selection’).

This fitness function can be anything we like!

Or “crossover”



What kind of fitness function and selection problem can we 
use for multi-objective problems?
1. Represent fitness as an objective vector (e.g. [CO2_term, cost_term, ...]
2. Apply “non-dominated sorting”
3. Select the solutions on the “Pareto Front”

I.e., get the 
solutions that 
are the best 
you can do 
for one term 
without 
sacrificing the 
others

http://www.youtube.com/watch?v=SL-u_7hIqjA&t=21


The pareto front is the result of trade-offs in the various 
objective terms 
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minimize:



NSGA-II

https://www.generativedesign.org

Calculate 
performance 
according to 
each of the 
multiple objective 
terms. Identify 
solutions on the 
pareto front.

Or “crossover” Let solutions on or near the 
pareto front move on to the 
next generation



https://www.generativedesign.org

Or “crossover”

These things 
can be done 
randomly



Random pairing and mutation

Randomly pair two solutions that survived the selection phase. Take some of the features from 
one and some from the other - this makes a new individual (crossover/reproduction). Randomly 
change some of the features of this individual (mutation) before evaluating it



https://www.generativedesign.org

Or “crossover”

These things 
can be done 
randomly

...or we can 
get fancy 
about it



https://www.generativedesign.org

Or “crossover”

G3A: Gradient Guided Genetic Algorithms

Train a neural 
network to do this

Train a neural 
network to do this

Don’t worry about 
the details of this!

(it’s mostly just a 
bunch of tricks to 
be able to do 
backpropagation 
here)



For your reading:

MO-NES is another modified evolutionary algorithm, don’t worry about how it 
works.

In this work, we are trying to find the best ‘basket’ - which is the set of all items a 
household buys in a week (so solutions are evaluated based on everything in the 
basket)

There are more details that may be helpful in the appendix



Exam recap

If you want to review your specific exam, speak to Rijul


