
Lecture will start at 9:35



Assignments reminder

Keep doing your PMIRO+Q 

Would be nice if you did the mid-term course evaluation (sent announcement)

Your third coding assignment is due Friday, March 20th by 8am.

Your project description will be due April 1st by 11:59pm 



Climate Change in the News



Climate Change in the News



Lecture

Climate Change: Human beliefs and how to change them

Machine Learning: Natural Language Processing, Transformer, Topic Clustering

Project Homework



Everything is done by people

Stephen John Brademas Jr. (March 2, 1927 
– July 11, 2016). NYU President from 1981 to 
1992

Eric Adams, Mayor of New York 
City since 2022
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Everything is done by people

Not just as individuals, but also collectively



What do people think about climate change?
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Can we change people’s minds?

It’s already been happening

https://iopscience.iop.org/article/10.1088/1748-9326/aca702/meta 

https://iopscience.iop.org/article/10.1088/1748-9326/aca702/meta


Can we change people’s minds?
Oil companies have done it (in the wrong way)

‘ExxonMobil’s climate “advertorials” – advertisements disguised as editorials – appeared in the op-ed 
page of the New York Times and other newspapers and were part of what scholars have called “the 
longest, regular (weekly) use of media to influence public and elite opinion in contemporary America”.’



What is effective at changing minds?

Ways to change minds depends on how you think minds work: The ability to change minds and 
behaviors can depend simply on providing information, or may require more involved processes of 
interaction and activations of a sense of identity Tanenbaum et al., 2013



What is effective at changing minds?

Enforcing that there is scientific consensus 

“We delivered a consensus message (i.e., 
“97% of climate scientists have concluded 
that human-caused global warming is 
happening”) to members of five of the six 
U.S. climate audiences. We found that all 
audiences – from Alarmed to Dismissive – 
updated their beliefs about the scientific 
consensus.”

https://climatecommunication.yale.edu/pub
lications/communicating-the-scientific-cons
ensus-on-climate-change-diverse-audienc
es-and-effects-over-time/ 

https://climatecommunication.yale.edu/publications/communicating-the-scientific-consensus-on-climate-change-diverse-audiences-and-effects-over-time/
https://climatecommunication.yale.edu/publications/communicating-the-scientific-consensus-on-climate-change-diverse-audiences-and-effects-over-time/
https://climatecommunication.yale.edu/publications/communicating-the-scientific-consensus-on-climate-change-diverse-audiences-and-effects-over-time/
https://climatecommunication.yale.edu/publications/communicating-the-scientific-consensus-on-climate-change-diverse-audiences-and-effects-over-time/


What is effective at changing minds?

Emphasizing co-benefits



What is effective at changing minds?

Changing actions can change beliefs 

https://news.climate.columbia.edu/2017/08/09/what-changes-minds-about-climate-change/ 

https://news.climate.columbia.edu/2017/08/09/what-changes-minds-about-climate-change/


What is effective at changing minds?

‘Inoculation’ against known misinformation

Letting people know that 
politically-motivated actors are 
spreading misinformation about 
climate change (In1 and In2) can 
reduce the impact of that 
misinformation. 

https://onlinelibrary.wiley.com/doi/full/10.1002/gch2.201
600008 

https://onlinelibrary.wiley.com/doi/full/10.1002/gch2.201600008
https://onlinelibrary.wiley.com/doi/full/10.1002/gch2.201600008


What is effective at changing minds?

Personal experience 
with the effects of 
climate change



https://aronclimatecrisis.net/resources/ 

https://aronclimatecrisis.net/resources/


Natural Language Processing

NLP requires building algorithms that 
can make sense of text.

NLP tasks can be incredibly challenging 
due to the diverse ways in which people 
use language and how language relates 
to the real world. 

https://datasciencedojo.com/blog/natural-language-processing-applications/ 

https://datasciencedojo.com/blog/natural-language-processing-applications/


Natural Language Processing

Requirement: Represent meaning as a vector of numbers

JayAlammar samyzaf.com 

d1 d2 d3 d4

d1
d2

https://twitter.com/JayAlammar


Natural Language Processing

Requirement: Represent meaning as a vector of numbers

Simplest approach = represent words in terms of how often they co-occur with 
other words. 

What are the limitations of this?



Modern Approach

Use a “Large Language Model” (LLM)

“Generative 
pre-trained 
Transformer”

BERT: “Bidirectional Encoder 
Representations from Transformers”



“Foundation Models”

As we saw previously, 
we can use transfer 
learning/fine-tuning on a 
pre-trained model to 
solve tasks where data 
is limited.

Foundation models take 
this idea to the extreme.

Essentially, foundation models learn good representations.



Energy consumption of foundation models

Nvidia
Google and Microsoft consume 
more electricity than 100+ countries 
(Image credit: Michael Thomas) 



Architecture of a Large Language Model

Many language tasks are “sequence to sequence” problems that can be solved 
with an encoder and decoder. The encoder and decoder are each artificial neural 
networks

https://lena-voita.github.io/nlp_course/seq2seq_and_attention.html 

https://lena-voita.github.io/nlp_course/seq2seq_and_attention.html


Neural networks

Vieira et al.

Basic or “vanilla” networks 
multiple weights by node activity, 
sum these values, and rectify the 
sum.



Transformer architecture



Transformer architecture

Key insight: combine 
information across words. 
This is known as 
“self-attention”.



LLMs can be trained on many different tasks

For example: language translation or next word prediction (ChatGPT)

BERT is trained with a “masking” task: predict hidden word.



The LLM gives us a new representation 

This is also known as the “embedding space”

Tweet 1
Tweet 2
Tweet 3



The LLM gives us a new representation 

We can do things in that space, like unsupervised clustering

Tweet 1
Tweet 2
Tweet 3

d1 d2 d3 d4

d1

d2

The output of the clustering gives us 
a new “topic” based representation 
we can use for downstream tasks 



For your reading and your homework:

In machine learning settings where hyperparameters need to be set, data is 
typically divided into three subsets:

Training - data you actually pass to the algorithm that it uses to update weights

Validation - data you use to test the performance of models with different 
hyperparameters

Test - data you use to evaluate your model once you have decide on the 
hyperparameters



Project Plan Homework

Each member of your team should submit the same document to Brightspace by 
11:59pm on April 1st.

The document should include:

A team name you make up

The names of all team members

A summary of your project plan (details on next slide)

A statement verifying that you have downloaded, opened, and explored the 
dataset you plan to use

I will provide feedback about your plan the day after it is due



Project Plan Homework

Summary: Do a modified PMIRO for your own research.

State the problem you will try to solve and how it relates to climate change. 
Describe the methods you will try on the problem and why they are appropriate 
for the data you have chosen (include the specific data you will be working with). 
State how your planned work is substantial enough for the project. Describe how 
you will evaluate the model for your results. Discuss issues you anticipate 
encountering (will a lot of data cleaning be required, will you need to do a lot of 
hyperparameter testing, are you working with something you’ve never used 
before, etc).   



Projects - Reminder

Rough guidelines for creating a substantial project:

● Compare multiple methods and/or hyperparameters 
● Use at least one method that isn’t in scikit-learn (Rijul will be going through 

PyTorch code in labs)
● Explore feature importance methods
● Create your own dataset from multiple sources
● Use multiple evaluation methods
● Include advanced visualizations and/or a dashboard (but it better be really 

good)
● etc

Look at last week’s slides!


