
ML4CC: Lecture 5

Sit with your new discussion groups (1-10 left to right)!



Assignments reminder

Keep doing your weekly PMIRO+Q

Your second coding assignment is due Feb 27 before the start of class. 



Recap of previous paper

P: Want to track glacier melting rate

M: Train a U-net to segment satellite images of glaciers and compare 
sizes over time

I: Fully automated method applied to the Alps, specific outlier filtering

R: Model has balanced, high performance in terms of precision and 
recall and can be used to measure glacier melt

O: Need to capture small glaciers, unclear if it will generalize to other 
glacier locations



Climate Change in the News



Climate Change in the News



Paper 4 Discussion 



Attendance 

Select one person from the group to go to fill out the attendance form (link in 
Brightspace)



Discussion Question 1

How did you feel about this paper?



Discussion Question 2

What does the highlighted sentence mean and how does it help motivate this 
work?



Ensemble climate models

To provide a distribution of possible future climate states, models need to be run 
multiple times with different but similar starting points. “Similar” is easy to define 
for a single scalar value like temperature, but not for complex high-dimensional 
states like atmospheric dynamics



Discussion Question 3

What self-supervised task is the model trained on and what specific loss function 
does it use? Give intuition why this task helps the model learn useful 
representations and why the loss function is appropriate



Pretext task: how many time points apart are these two 
images?
Intuition: if these two states 
happen close together in time 
they must be similar

Is regular cross 
entropy the best 

loss function 
here? 



Discussion Question 4

Which part of the model is used for the AtmoDist metric? What is the size of this 
representation and how does it compare to the size of the input data?



Learned representation

AtmoDist uses the final layer of the 
representation network

Divergence and vorticity 
plus spatial dimensions 128 features plus 

downsampled 
spatial dimensions



Convolutional neural networks

Uses convolution and pooling operations



Distance Metric



Discussion Question 5

Explain what figure 4 is showing in your own words.



Demonstrating superiority of AtmoDist representation

Intuitively, we would like a 
measure of the difference 
between two inputs to grow 
as the time difference does, 
and be consistent. 

Their measure (AtmoDist) 
is better than a basic 
pixel-wise loss function (l1 
or l2) according to both 
overall shape and 
variability.



Discussion Question 6

For the super resolution GAN, the AtmoDist loss compared was against two other 
content loss functions. What were they?



Generative models can be used to solve super resolution
The “content” loss term compares the 
super-resolved image representation 
produced by the generator to the original 
high resolution image representation, 
and uses this info to help the generator. 





Autoencoders are the original “self-supervised” models

Autoencoders are trained to reconstruct their input, but must pass 
through a “bottleneck” representation



Discussion Question 7

What did their “ablation study” show?



69h is the best maximum time difference to train on



Discussion Question 8

Share what questions you wrote in your PMIRO+Q and decide as a group what 
you’d like to ask. 



Update your PMIRO+Q

Submit a second file to the Brightspace assignment (don’t overwrite the original):

It should:

Update your PMIRO as needed

Answer your own Q

You can be talking with your group during this! 



5 min break



Lecture

Climate Change: food and agriculture

Machine Learning: time series, recurrent neural networks, and transfer learning



Which activities contribute to GHG emissions?

climatescience.org



Agriculture, due to its scale, has a large impact on 
the planet



Agriculture has multiple impacts on GHGs

● Farming of plants and animals can capture CO2. 
● However, modern farming practices lead to far more emissions than 

reductions in GHGs
● Furthermore, farming requires land that may have been used for other 

purposes
● GHGs other than CO2 are also released, which have higher warming 

potentials



Forests are cut down for grazing land and farms



Flooding of rice paddies releases methane

Rice paddies and their 
flooding is responsible for 
10% of global methane 
release.



Manufacture and use of fertilizer releases multiple GHGs



Livestock digestion is responsible for a large fraction of 
agriculture emissions
Gas from ruminant animals 
(cattle, sheep, goats, etc) 
causes methane release.

Manure stored in piles creates 
methane and nitrous oxide.



Emissions from different foods are very different



Emissions from different foods are very different

Emissions per 100g of protein



http://www.youtube.com/watch?v=CLFOK4U34wI


Food waste also contributes to emissions
74kg (163 lbs) of food waste per person, per year.



Too Good to Go





Two-way street

HBS



Foods at particular risk

Coffee -  rising temperatures are estimated to reduce the suitable coffee-growing land by 50% by 
2050 and support the growth of coffee rust fungus

Chocolate -  yield will decline as soon as 2030. Growing regions will shift to South America

Shellfish - at risk from hotter and more acidic oceans

Corn - yield for corn grain will decrease within the U.S. Corn Belt by 20 to 40% from 1991-2000 
levels by 2046-2055 with large economic impact

Livestock - impacted by more heat stress, disease, and water availability

Rice - increase and severity of hot weather can cause yields to decrease by 40% within this 
century

Honey - Shifts in the flowering plant cycles can cause nutritional stress on bee populations.

https://www.tastingtable.com/1016241/how-climate-change-is-impacting-these-foods/ 

https://www.tastingtable.com/1016241/how-climate-change-is-impacting-these-foods/


Predicted impacts on food security

Climate change will impact production and distribution of food



Impacts on health

● Lead to average per-person 
reductions in food availability of 
3.2% (99 kcal per day), in fruit and 
vegetable intake of 4.0% (14.9g 
per day), and red meat 
consumption of 0.7% (0.5g per 
day).

● Almost three-quarters of all 
climate-related deaths expected to 
occur in China (248,000) and India 
(136,000).

https://www.oxfordmartin.ox.ac.uk/news/201601-climate-food-production/ 

https://www.oxfordmartin.ox.ac.uk/news/201601-climate-food-production/


Accurate knowledge of crops will be crucial for planning

For example, during the COVID-19 pandemic, the government of the Togolese 
Republic used satellite imagery to identify crop locations and distribute aid to 
increase production

“We present results for this method in 
Togo, where we delivered a 
high-resolution (10 m) cropland map in 
under 10 days to facilitate rapid 
response to the COVID-19 pandemic 
by the Togolese government. This 
demonstrated a successful transition 
of machine learning applications
research to operational rapid response 
in a real humanitarian crisis.”

https://arxiv.org/pdf/2006.16866.pdf 

https://arxiv.org/pdf/2006.16866.pdf


Sentinel-1
We have previously seen work that uses data from the Sentinel-2 (optical) 
satellite. The current paper uses Sentinel-1 data, which is an “active sensing” 
satellite

http://www.youtube.com/watch?v=FJWzLxdSMyA


Sentinel-1 Terminology

“Synthetic Aperture Radar”

Transmits pulses and listens for echoes, 
called backscatter. 

Phase of the backscatter is used to 
determine the distance from the sensor to 
a target

Amplitude provides information about the 
roughness, geometry, wetness, etc of the 
Earth at that location

https://hyp3-docs.asf.alaska.edu/guides/introduction_to_sar/



SAR values over time



Time Series Data

Zeger et al 2016

Data that  

-is sampled at regular intervals

-has some discernible trends

-can be univariable

-a type of “sequence” data 

Have we seen any time series data in 
this class?



Identify trends and patterns with 
smoothing and subtraction

stat.psu.edu

What you can do with time series data:



What you can do with time series data:

“Auto” regression for prediction

https://www.itl.nist.gov/div898/handbook/pmc/section4/pmc444.htm 

p

https://www.itl.nist.gov/div898/handbook/pmc/section4/pmc444.htm


(1) post-disaster 
image

(2) pre-disaster image

What you can do with time series data:

Put them into artificial neural networks for prediction, classification, etc

All time points go into the 
model at once (concatenated):



What you can do with time series data:

Or time points go in one at a time with recurrent neural networks

Put them into artificial neural networks for prediction, classification, etc

Feedforward Network: Recurrent Network:

...



Recurrent neural networks have memory

http://www.youtube.com/watch?v=LHXXI4-IEns&t=61


If our goal is to identify a specific crop, why do we want 
time series data? 

Crops have specific temporal signatures Snevajs et al



What if we don’t have a lot of labeled data for the region 
we want to study?

Transfer Learning: Train a 
neural network on a large 
related dataset and then adapt 
it for your specific task

Fine-tuning: Adapt to your 
specific task by making small 
changes to the weights of your 
pre-trained network 

Frozen weights: Weights that 
aren’t changed during fine 
tuning  Cortés et al



For your reading

There may be a mistake in how the model in Figure 4 is described


