
ML4CC: Lecture 3

Sit with your discussion groups (same as last time)!



Assignments reminder

Keep doing your weekly PMIRO+Q

Your first coding assignment is due before the start of class on Feb 15. 



Recap of previous paper

P: Need to be able to predict the energy consumption of commercial buildings 
based on their features

M: A wide variety of linear and nonlinear regression techniques applied to both 
“common” and “extended” CBECS features

I: Showing how these techniques can be applied outside the CBECS data (e.g. 
LL84 and Atlanta) and using feature importance to see which extended features 
might be worth collecting broadly

R: XGBoost performs best, and there is some benefit to including extended 
features. 

O: May not generalize to other countries, still some bias in XGBoost errors and 
errors too large for individual buildings 



Climate Change in the News



Paper 2 Discussion 

Spotlight Talk at NeurIPS - Tackling 
Climate Change with Machine 
Learning workshop 2020



Attendance 

Select one person from the group to go to this Google Doc and write down the 
names of all people present in the group (remember to mark who took 
attendance!)

https://docs.google.com/document/d/1PKhw9E2lJpAnFrFO88DOc2rscZFVlcIv47Q
Na5h1sGs/edit?usp=sharing (link is in Brightspace under Syllabus content) 

https://docs.google.com/document/d/1PKhw9E2lJpAnFrFO88DOc2rscZFVlcIv47QNa5h1sGs/edit?usp=sharing
https://docs.google.com/document/d/1PKhw9E2lJpAnFrFO88DOc2rscZFVlcIv47QNa5h1sGs/edit?usp=sharing


Discussion Question 1

What dataset did the author use and what are two positive features of the dataset?





Discussion Question 2

Explain what the author is saying they are doing here, why they are doing it, and 
whether or not you think it is a good idea. 

“The dataset consists of 1024 by 1024 pixel satellite images....We discard buildings that 
have a bounding box size of less than 2,000 pixels, as they are too small and blurred to be 
valuable training data, possibly hindering the model from achieving accurate results”



Discarding small buildings 

While it is true that classifying the damage level of these small buildings would be 
difficult, they form a large fraction of the dataset, suggesting it is crucial to classify them.  

area of 2000 pixels =
~44x44 pixels

or .2% of full 1024x1024 
pixel image



Discussion Question 3

Explain what the author is saying they are doing here, why they are doing it, and 
whether or not you think it is a good idea. 



The original dataset is heavily imbalanced

Accuracy can be high on imbalanced 
data just by chance.

Resampling the data to have balanced 
numbers in each class solves that 
problem, but the resampled data no longer 
represents the original problem. 

There are other solutions to this 
problem... 



Discussion Question 4

What are the three loss functions tested here and how do they differ?



Loss functions

Basic cross entropy

Captures classification 
performance, but 
treats each category 
as totally separate

*model outputs a vector



Loss functions

Mean-squared error

Incorporates a more natural relationship between classes, but doesn’t 
account for the fact that true labels are discrete integers.

*model outputs a scalar



Loss functions

Ordinal cross entropy loss

*model outputs a vector

Allows for categories that have a natural ordering



Discussion Question 5

What are two things the author did to try to understand how these models work 
(i.e. make the models more “interpretable”)? 



Understanding the model by:

-Varying the inputs 

Comparing the performance of a model with all available inputs 
to those with only a subset can help identify the importance of 
different inputs

...i.e., a feature importance method!



Understanding the model by:

Uses gradient calculations to identify 
which units are most important for 
classifying an image as of a certain 
class.



Discussion Question 6

How specifically were each of the three inputs given to the model?



Inputs

(1) post-disaster 
image



Inputs

(1) post-disaster 
image

(2) pre-disaster image



Inputs

(1) post-disaster 
image

(2) pre-disaster image

[0,0,1,...0,0]
(3) disaster type



Discussion Question 7

What is notable about the institution that the author is at? 
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Discussion Question 8

Share what questions you wrote in your PMIRO+Q and decide as a group what 
you’d like to ask. 



Update your PMIRO+Q

Submit a second file to the Brightspace assignment (don’t overwrite the original):

It should:

Update your PMIRO as needed

Answer your own Q

You can be talking with your group during this! 



15 min break



Lecture

Climate change content: Impacts of climate change on oceans, Remote Sensing 
Earth Observation

Machine learning content: Convolutional neural networks, Image segmentation



Essential Climate Variables

Essential variables (EV) are 
variables known to be critical for 
observing and monitoring a given 
facet of the Earth system. 

Many fields such as oceanography, 
climatology, biodiversity studies, and 
geodiversity have come together to 
identify these variables.

Having a common set of accurate 
and sustained measurements with 
standards for data collection and 
dissemination ensures the usability 
of data across multiple platforms 
and agencies.

nasa.gov





Piedmont glaciers occur when 
valley glaciers spill into relatively 
flat plains

National Snow and Ice Data Center

Cirque glaciers are named for the 
bowl-like hollows they occupy, 
which are called cirques. Typically, 
they are found high on 
mountainsides and tend to be wide 
rather than long.



How are glaciers impacted by climate change?

Glaciers retreat and melt in warmer climates
Observed Impacts on Planet Earth



Why does glacier retreat matter?
Glaciers are an important source of freshwater

HI-AWARE



Why does glacier retreat matter?

http://www.youtube.com/watch?v=XRUxTFWWWdY


Direct and indirect effects of sea level rise on migration

All counties that experience flooding under 
1.8m of sea level rise (SLR) by 2100 in blue. 
Remaining counties are colored based on the 
number of additional incoming migrants per 
county that there are in the SLR scenario 
over the baseline. 



Feedback loop: Melting glaciers cause more warming

exploratorium.edu



Melting glaciers also impacts ocean currents

Melting glaciers make water 
fresher (i.e. less salty) and 
less dense. Therefore it 
doesn’t sink in the same way 
as salt water. By weakening 
this sinking behavior, climate 
change weakens ocean 
currents that are driven by 
such “overturning”

IPCC
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If the AMOC shuts down it could cause:

Significant cooling over parts of Europe by as much as 5 or 10 
degrees Celsius.

A shift in the position of tropical rain belts

More droughts in some places and more flooding in others

Rising sea levels in North America

A decrease in oxygen and CO2 storage in the ocean, impacting 
marine life.

SciAm



Earth Observation

“the use of remote sensing technologies to monitor land, marine (seas, rivers, 
lakes) and atmosphere.”  -EUSPA

Can be applied to a wide variety of climate-related questions (and non-climate 
related)

Relies in large part on publicly and privately run satellite systems



Remote Sensing

http://www.youtube.com/watch?v=F2mQ6fJSxRY


Features of satellite imagery

Spatial resolution: what size on the ground does each pixel correspond to

Temporal resolution: how frequently does the satellite revisit the same location

Spectral resolution: how many/which spectral bands does the satellite collect



Multi/Hyper Spectral satellites 

Collect data across many 
wavelengths, not just the standard 
RGB

Information from other wavelengths 
can help identify properties of the 
materials in the image



Sentinel-2 Satellite 
Run by the European Space Agency

10m spatial resolution (for RGB bands)

Revisits every 5 days

13 spectral bands

Sentinel-2 produces about a terabyte of data per day



Images can be fed into artificial neural networks



Images can be fed into artificial neural networks

Convolutional Neural Networks are artificial neural 
networks with a specific architecture that is well suited 
to image processing



Neural network architectures 

Defined by:

How many layers and units per layer

What activation functions are used

Any constraints on connections



Convolutional neural networks

Uses convolution and pooling operations



Convolution

In a convolution the same 2-D grid of weights 
(called a ‘filter’) is applied to each location in 
the image. 

Each application of the filter provides the 
input to a unit at the next layer.



Convolution

Values are highest where the image is most similar to the filter. In this way, 
convolutions are pattern detectors
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Convolutional neural networks

Uses convolution and pooling operations



Pooling

Pooling simply takes the largest value in a specific region of the layer below. This 
reduces the size of the map/layer.



Convolutional neural networks

When stacked these operations extract complex spatially invariant image features that 
can be used for classification



CNNs are inspired by the brain’s visual system



Convolutional neural networks

This architecture works for classification problems, but what about segmentation?



Image Segmentation

Classifying each pixel, based on the image as a whole

datahacker.rs



The U-Net architecture is used for segmentation 

The U-net is like a CNN 
and a reversed CNN 
stitched together

It outputs a segmentation 
mask. 

Cai et al



How do we evaluate the quality of a segmentation mask?

Binary classification performance can be 
assessed according to:

Accuracy: percentage of pixels correctly 
classified 
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How do we evaluate the quality of a segmentation mask?

Binary classification performance can be 
assessed according to:

Accuracy: percentage of pixels correctly 
classified

Precision and Recall: gives more insight 
into types of error

F1 Score: summary of P & R  



How do we evaluate the quality of a segmentation mask?

● More specific metric:

Intersection Over Union (IoU)

● 1 is best

PyImageSearch



For your reading:

“ResNet” is a particular CNN architecture. It comes in various sizes.



For your reading:

NASADEM is a surface elevation map collected via remote sensing

Chen et al, 2021


