ML4CC: Lecture 2

Sit with your discussion groups!

1 in the front to 10 in the back.



Assignments reminder

Keep doing your weekly PMIRO+Q
Your first coding assignment will be posted after class today

It is due before the start of class on Feb 13. It involves basic data loading, plotting,
function writing, and regression.



Recap of previous class

The average global temperature of the earth is increasing
This is due to increased greenhouse gases in the atmosphere

Most human activities cause the release of greenhouse gases in some way,
particularly CO2 through the burning of fossil fuels

Increased temperature has destabilizing effects on the climate and human
civilization.

We need drastic societal change to both prevent further climate change and adapt
to what is happening



Climate Change in the News

Senate confirms Zeldin to lead
Environmental Protection Agency as
Trump vows to cut climate rules

1of 5| Former Rep. Lee Zeldin, R-N.Y., President-elect Donald Trump's pick to head the Environmental Protection Agency, appears before the Senate Environment and Public Works
Committee on Capitol Hill, Thursday, Jan. 16, 2025, in Washington. (AP Photo/Mark Schiefelbein) Read More

» BY MATTHEW DALY
Updated 4:47 PM EST, January 29, 2025 Share h

WASHINGTON (AP) — The Republican-controlled Senate on Wednesday confirmed Lee
Zeldin to lead the Environmental Protection Agency, a key role to help President Donald
Trump fulfill his pledge to roll back major environmental regulations, including those
aimed at slowing climate change and encouraging use of electric vehicles.

Democratic Sen. Sheldon Whitehouse of Rhode Island called Zeldin the wrong man for
the job.

“We need an EPA administrator who will take climate change seriously, treat the
science honestly and stand up where necessary to the political pressure that will be
coming from the White House, where we have a president who actually thinks (climate
change) is a hoax, and from the huge fossil fuel forces that propelled him into office
with enormous amounts of political money and who now think they own the place,”
Whitehouse said in a Senate speech.
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Discussion procedure

e | post a question

e You discuss as a group

e | randomly call on groups to share their answers
e | recap the full answer with slides

At the end we will discuss the questions you included in your PMIRO+Q. Then you
will have time to submit a second file to the Brightspace assignment, which
updates your PMIRO as needed and provides your best answer to your Q.



Discussion Question 1

Are you a morning person?



Attendance

Select one person from the group to be the attendance taker. Have them go to this
Google Form and enter the netlDs of all members of the group who are present.

https://forms.gle/SsipLSQjwQCneQvV9 (link is also in Brightspace under Syllabus
content)



https://forms.gle/SsipLSQjwQCneQvV9

Discussion Question 2

What is being described here and how does it relate to the work done in this
paper?
From the Introduction:

One way of estimating building energy consumption, in the absence of actual sensor
data, is to create physical building models with a “template” of representative buildings,
then run thermodynamic simulations to estimate the energy demands [14]. These
“engineering” models of building energy consumption are computationally expensive
and cannot capture the wide variety of different buildings present in cities, as modeling
each type of building requires very detailed input data, which is costly to collect.
Statistical models can be used to fill the gaps where resources are too limited to use
physical models, or the scale of the study area makes physical modeling impractical.




Machine learning helps avoid costly physics simulations

Several questions about the physical world
can be answered “from the ground up” by
using a first-principles physics simulation.

The models have many parameters and
long and computationally expensive
runtimes. They also require a sound
physical understanding of the system.
Simple machine learning models, like < S ETIImm
those used in this paper, sidestep the E
need for detailed physics simulations by ~ \_——
just learning coarse associations

S



Discussion Question 3

What precisely are the models in this paper trained to predict and why?



Predicting the log of MFBTU

3.2. Modeling commercial building energy consumption

We want to predict the ‘Annual Major Fuel Consumption’ (the MFBTU field in CBECS) of
commercial buildings by only using some features of the buildings. We express this
objective in a machine learning regression format as follows: We are given X, the
features for all buildings in the CBECS dataset, and e, the target MFBTU (energy) values for
all buildings, where a row, X; ., represents the features for building i, and an entry, e;, is
the MFBTU value for building i. In the remainder of the paper we focus on predicting the
logarithm of the actual MFBTU values as we have observed that the MFBTU values follow
an approximate log-normal distribution, and some machine learning models will be able
to better estimate the values in the log-transformed normal distribution [35], [36](see
Fig. A.6). Specifically, we let y; = log;,(e;), and refer to y as our target values. We want
to learn a function, f(X;.) = ;, that takes the features of a building as input, and
outputs the estimated log of the energy consumption for that building, §;. From this, we
predict the MFBTU value for a building as & = 10% . To estimate fwe will use machine
learning models such as: linear regression, gradient boosting regression models, and
random forest regressors. In general, these models attempt to tune their internal

parameters, #, to minimize some loss function, L, between the target values and values
predicted by the model, i.e. solving mainL(y, f(X;0)). The loss function will be a function
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Discussion Question 4

Can you think of a
difference between these
two groups of methods
that would explain their
difference in performance?

And can you explain why
this split doesn’t show in
the Extended Features
model rankings?

Common features Mean absolute 10" A Median absolute ~ 10Medias AE 2
error error

XGBoost 0.30+0.01 1.99:0.06 0.22:0.01 1.66+0.03 0.82:0.02
Bagging 0.33:£0.01 2.13+0.07 0.24+0.01 1.73+0.05 0.78+0.03
MLP Regressor 0.33:0.01 2.16+0.05 0.25+0.01 1.77+0.04 0.78+0.02
Random Forest 0.33+0.02 2.13+0.07 0.24+0.01 1.73%0.05 0.78+0.02
Regressor

Extra Trees Regressor 0.34+0.02 2.17+0.08 0.24+0.01 1.74:+0.05 0.76+0.03
SVR 0.39+0.01 2.44+0.07 0.29+0.01 1.95:0.04 0.70+0.03
KNN Regressor 0.43+0.01 2.68+0.08 0.32+0.02 2.10+0.07 0.65+0.03
AdaBoost 0.43+0.03 2.71:0.16 0.36:0.03 2.29+0.17 0.68+0.03
Linear SVR 0.51+0.02 3.28+0.15 0.40+0.02  2.54+0.11 0.52+0.04
Linear Regression 0.52+0.02 3.33x0.13 043:0.02 2.72+0.12 0.53+0.03
Ridge Regressor 0.52+0.02 3.33+0.13 043:£0.02 2.72+0.12 0.53+0.03
ElasticNet 0.76+£0.02 5.75+0.32 0.67£0.03 4.67+0.35 0.09:0.01
Lasso 0.79+0.02 6.17+0.35 0.69+0.03 4.92+0.38 0.00+0.00




Linear Regression
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Lasso + Ridge = “ElasticNet”

Linear methods can only learn linear relationships



Sometimes linear relationships are all you need...

building data, but no energy consumption data. Most features in the CBECS dataset such
as, ‘Number of Employees’, ‘Number of X-ray machines’, or ‘Insulation upgraded’, are not
commonly available, and therefore should not be included when training the models. It is
important, however, to determine the influence of each possible feature included in the
CBECS data on predicting energy consumption, in order to determine the potential
benefits of additional data collection efforts. To this end, we run two sets of experiments
using the methodology described in the previous two paragraphs: one that involves
training the models using only a set of features that will be commonly available, or easily
obtainable, in many cities and one that includes all of the features available in CBECS. We
refer to the first group of features as the “common feature set”; it includes the following
features: principal building activity, square feet, number of floors, heating degree days,
and cooling degree days. We refer to the second group as the “extended feature set”. As
the “common feature set” is the set we expect to be available when using our models in
specific urban areas, Fig. 1 shows this set of features as common between the “Model
Development” section and “Application” section.

Extended features Mean absolute  10™°** *£  Median absolute 10M¢dia AE r?
error error

XGBoost with common 0.30+0.01 1.99+0.06 0.22+0.01 1.66+0.03 0.82+0.02
features

XGBoost 0.23:0.01 1.69+0.02 0.17:0.01 1.48:0.03 0.89:0.01
Linear regression 0.24+0.01 1.75x0.02 0.19+0.01 153+0.04 0.88+0.01
Ridge regressor 0.24+0.01 1.75%0.02 0.19£0.01 1.53+0.04 0.88+0.01
SVR 0.25:0.01 1.79+0.04 0.19£0.01 1.53+0.03 0.87+0.01
Bagging 0.25+0.01 1.79+0.04 0.18£0.01 1.53:0.04 0.87+0.02
Random forest regressor 0.25+0.01 1.79+0.04 0.18+0.01 153%0.04 0.87+0.01
Extra trees regressor 0.25+0.01 1.79+0.04 0.19+0.01 1.54:0.03 0.87+0.01
Linear SVR 0.26+0.01 1.80£0.03 0.20£0.01 1.58:0.04 0.87+0.01
AdaBoost 0.32+0.01 2.07+0.05 0.26+0.01 1.80+0.05 0.82+0.01
KNN regressor 0.37+£0.01 2.34+0.06 0.29+0.01 1.93%0.04 0.75+0.02
MLP regressor 0.45+0.02 2.82+0.11 0.36+0.02 2.31:0.10 0.64+0.03
ElasticNet 0.60+0.02 4.00:0.20 0.51+0.02 3.26+0.16 0.40+0.01
Lasso 0.79+0.02 6.17+0.35 0.69+0.03 4.92+0.38 0.00+0.00




Discussion Question 5

Find three different ways in which the authors tested how well their model
generalizes



Generalize: the ability to perform well on data not seen in
training

orange dots = training

red = testing

energy use

To “validate” a o
model usually
means to test its
generalization

day of the yeér

This model learned well and can generalize
within the data distribution it was trained on



Generalize: the ability to perform well on data not seen in
training
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This model learned well and can generalize
within the data distribution it was trained on



Out of distribution generalization

We also care about how models
perform when tested on data
that differs more substantially
from their training data.

energy use
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Out of distribution generalization

We also
perform
that diffe
from the

We aim to model commercial building energy consumption at the building level using

machine learning models. This statistical approach avoids expensive physical modeling

efforts, and is able to provide reasonable estimates that can be validated against existing

building level energy consumption databases. Specifically, we train machine learning

models on the 2012 Commercial Building Energy Consumption Survey microdata [15],
then validate this approach using the Local Law 84 (LL84) dataset from New York City. We

S8 L TP

Running the model on New York data is

Vv

an “out of distribution”/”’out of sample”
validation test

=1

T
20




Mean absolute  10™**" *¥  Median absolute ~ 10M¢dias AE r?

LL84 exroe error

XGBoost - CBECS 0.25 1.78 0.15 141 0.51
XGBoost 0.24+0.02 1.75+0.09 0.15:0.01 1.40+0.03 0.54:0.09
SVR 0.25+0.02 1.77:0.10 0.15:0.01 140+0.03 0.51x0.11
Linear SVR 0.28+0.02 1.92:0.08 0.17£0.00 1.50+0.01 0.42+0.05
MLP regressor 0.28+0.04 1.92:0.17 0.17+£0.02 1.4810.06 0.44+0.13
Linear regression 0.29+0.02 1.96%0.10 0.19+0.01 1.56%0.05 0.44:0.08
Ridge regressor 0.29+0.02 1.96%0.10 0.19+0.01 1.56%0.05 0.44:+0.08
Bagging 0.29+0.02 1.95%0.09 0.18£0.01 1.50+0.04 0.43+0.08
Random forest 0.29+0.02 1.95:0.10 0.18£0.02 1.51:0.05 0.43+0.08
regressor

Extra trees regressor 0.30£0.03 2.00+0.12 0.18+0.01 1.51x0.05 0.39:0.09
KNN regressor 0.30+0.03 2.01x0.15 0.19£0.02 1.53:0.06 0.40+0.12
AdaBoost 0.42+0.07 2.67:0.43 0.30+0.04 2.01:0.20 0.14+0.22
Lasso 0.45+0.01 2.80+0.04 0.33+0.01 2.13+0.06 Negative
ElasticNet 0.45+0.01 2.80+0.04 0.33+0.01 2.13+0.06 Negative

What is the
difference
between these
two models
from Table 77



Application to Atlanta

Shows ability to find necessary data and apply the model in other settings

But doesn’t technically test performance

Legend Median Energy Use Intensity
[ County Boundaries ~
Traffic Analysis Zones

3 No Data
[ 00-333
[ 333-385
[0 335-408
B 408-424
Bl 424-439
Bl 439-453
W 453-472
W sr2-518
Bl s18-3582




Discussion Question 6

The article states that “We note that the city of Atlanta’s new energy benchmarking

ordinance for commercial buildings may change this geography of energy
consumption in commercial buildings. It aims to achieve a 20% reduction of
energy consumption in Atlanta’s private and City-owned buildings over 25,000

square feet, by 2030".
Would such a change impact the accuracy of the model?

Could the model be applied to residential buildings?



If the function you are approximating changes...

Then your model likely won’t do a good job
approximating it anymore!

(e.g. if buildings become more efficient)




Generalizing to residential buildings

Assuming the common feature model (using principal building activity, square feet, number of
floors, heating degree days, and cooling degree days), the mapping between inputs and outputs
is probably not the same as for commercial buildings (e.g. it is a different function to
approximate).

“Principal building activity” could have an indicator for “residential” that could help the model
approximate this specific function. But right now it doesn’t, and would therefore require retraining.

If using “extended features” there are many inputs not relevant to residential buildings, and
features that are relevant for residential buildings are missing.



Discussion Question 7

Based on the results in this paper, what additional data would be best to collect
more broadly in order to improve prediction performance?



Common feature set Extended feature set

F e atu re I m p O rt a n Ce Feature  Feature description Importance Feature Feature description ~ Importance

name name
SQFT Square footage 0.3634 SQFT Square footage 0.1391
CDD65 Cooling degree days 0.1153 NWKER Number of employees 0.0576
(base 65)
HDD65 Heating degree days 0.1125 WKHRS Total hours open per 0.0557
Mean AE : Median AE 2
Extended features Mean absolute 10 Median absolute 10 T (base 65) week
error error
PBAS Non-refrigerated 0.0569 ZMFBTU Imputed major fuels 0.0312
XGBoost with common 0.30+0.01 1.99+0.06 0.22+0.01 1.66+0.03 0.82+0.02 warehouse consumption
features
PBA 1 Vacant 0.0524 MONUSE  Months in use 0.0299
XGBoost 0.23+0.01 1.69+0.02 0.17£0.01 1.48:0.03 0.89:+0.01
PBA G Food sales 0.0412 NGUSED Natural gas used 0.0295
PBA 15 Food service 0.0384 HDD65 Heating degree days 0.0293
(base 65)
PBA 23 Strip shopping mall 0.0348 HEATP Percent heated 0.0278
PBA 12 Religious worship 0.0345 CDD65 Cooling degree days 0.0224
(base 65)
PBA 4 Laboratory 0.0282 NWKERC Number of employees 0.0221
category

Number of employees and total hours open per week are plausible additional features that could
be collected more broadly, and would likely increase performance



Discussion Question 8

Share what questions you wrote in your PMIRO+Q and decide as a group what
you'd like to ask.



Update your PMIRO+Q

Submit a second file to the Brightspace assignment (don’t overwrite the original):

It should:
Update your PMIRO as needed

Answer your own Q

You can be talking with your group during this!



15 min break



Topics

Climate Change content: Extreme Weather and Disaster Response

Machine Learning content: computer vision, artificial neural networks



Small increases in averages can cause large changes in
extremes
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H eatwaves Annual maximum temperature (TXx) - median
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Wildfires

Snow melts

}iti sooner
‘ Winter snowpack melts
up to 4 weeks earlier than

in prevous decades.

Temperatures
are rising
Average annual temperatures

in the Western US have
increased 1.9°F since 1970.

Climate change is
fueling wildfires.
Here’s how.

Fires are F
orests are
getting worse drier, longer
Wildfires are larger and < Area burned by L] :
costlier than ever before, 2018 Callforna Ecosystems are primed for

and their emissions are

A 2 N Chicago, IL
worsening global warming.

Union of Concerned Scientists

wildfires to ignite and spread.
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IPCC

FAQ 8.2: Causes of more severe floods from climate change

Flooding presents a hazard but the link between rainfall and flooding is not simple.
While the largest flooding events can be expected to worsen, flood occurrence may decrease in some regions.

------- Atmosphere Human Soils Cryosphere «seese) Coastal
Greater heat released Changing Cloud Increased Large-scale Particle
by condensation location and microphysics water use  deforestation decreases  pollution
leads to fewer but persistence of limits rainfall reduces rainfall but increases alters storm
stronger storms ~ wettest events increase river flow runoff and river flow development
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a Worsening coastal
C flooding from sea level S
i Urbanisation
ﬁ?!fié?mfe“éfen':féi d ¥ise:and combined increases runoff
proci ‘ k with heavier rainfall W,. ~ and flash flooding
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Greater capacity of
drier soils to soak up
water from
sustained rainfall

Decreased glaciers
and snow reduce
river flow

Earlier and stronger
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e flooding increases flood severity




How climate change makes winter storms worse
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http://www.youtube.com/watch?v=5W84bi9YEGY&t=63

CLIMATE CHANGE

Scientists have taken up the gauntlet in helping the world
better understand the link between climate change and
extreme weather events.

Attribution science
as the force

111

\

Scientists now use raw data and a bit of maths
to establish possible links between climate
change and (extreme) weather events.

Weather constitutes the actual
g periods of time while conditions that occur at any time and
rs to the atmosphere place. It is different from climate,
at a particular plz 1 time which can be which is a description of the
described in of air pressure, conditions that tend to occur in some
humidity, moistur precipitation (rain, general region during a particular
snow or ice), temperature and wind speed. month or season.

PREMIUM
By Kabir Yusuf @Imgﬁ

Attribution Science helps make the argument to policy makers about how specific events were
much more likely/extreme due to climate change



Disaster Response and Recovery

Response: the use of resources (including personnel, supplies and equipment) to
help restore personal and environmental safety, as well as to minimize the risk of any
additional property damage after the disaster

Recovery: involves stabilizing the area and restoring all essential community
functions. Recovery requires prioritization: first, essential services like food, clean
water, utilities, transportation and healthcare will be restored, with less-essential
services being prioritized later. This can take years or decades

https://www.ucf.edu/online/leadership-management/news/the-disaster-management-cycle/



https://www.ucf.edu/online/leadership-management/news/the-disaster-management-cycle/

Disaster Response and Recovery

Governments and non-profits are primarily responsible for disaster response.

2 Services News Government

Division of Homeland Security and Emergency Services

Emergency Management State Fire

Office of Emergency
Management

+ American
LV Red Cross

https://www.ucf.edu/online/leadership-management/news/the-disaster-management-cycle/



https://www.ucf.edu/online/leadership-management/news/the-disaster-management-cycle/

Costs of disaster response

U.S. 2022 Billion-Dollar Weather and Climate Disasters
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This map denotes the approximate location for each of the 18 separate billion-dollar ther and climate di: s that impacted the United States in 2022.



SLos Angeles Times

Los Angeles fires Mapping the damage Help for Angelenos L.A. fire victims How to help

BUSINESS

Estimated cost of fire damage balloons to more than $250 billion

Subscribers are Reading >

St. John Bosco coach Jason Negro embezzled
money, paid football players' tuition in cash,
lawsuit alleges

While many were helped, some fire victims say
Airbnb’s free vouchers are useless

Edison denied causing destructive 2017 fire.
Feds now believe utility suppressed evidence

Hammer Museum reveals the 27 artists in the
Made in L.A. 2025 biennial

FOR SUBSCRIBERS

An ex-NBA player’s plan for a $5-billion Las
Vegas arena is an empty pit. What went wrong?

Latest Business

Wall Street slips after the Federal Reserve keeps
interest rates steady

Jan. 29, 2025

Residents search for belongings in the remains of their burned-out homes in Altadena on Tuesday. (Allen J. Schaben / Los Angeles Times)

Tesla’s fourth-quarter results fall short of Wall
Street estimates

By Roger Vincent
Jan. 29, 2025

Staff Writer

Jan. 24, 2025 Updated 9 AM PT



Disaster Response and Recovery

The importance of mapping damaged areas:



http://www.youtube.com/watch?v=sRibOv1FQsU

NATIONAL

Rain gives LA wildfire relief but officials
warn of mudslides and toxic ash

JANUARY 26, 2025 - 2:17 PM ET

By Chandelis Duster

As much needed rain falls across Los Angeles and Ventura Counties and gives
firefighters relief from ongoing wildfires, officials are warning residents of
hazardous waste, toxic ash runoff and mudslides.

The National Weather Service has issued a flood watch beginning at 4:00
p.m. PDT on Sunday through 4:00 p.m. PDT Monday that includes areas
scorched by the fires known as "burn scars."



Machine learning to help disaster response

We can use computer vision techniques applied to aerial imagery to identify
damaged regions after a disaster




Computer vision

3 color channels

Images are data

Height: 4 units
(pixels)

Width: 4 units
(pixels)

datahacker.rs



Images can be fed into artificial neural networks

Input Hidden Hidden Hidden Hidden Output
layer  layer 1 layer 2 layer 3 layer4  layer

Aerial image of Amount of
building damage



Artificial neural networks are made of artificial neurons

The number of
hidden layers is
referred to as
the “depth” of
the network,
hence “deep
learning”.

Input  Hidden
layer  layer 1

Hidden Hidden Hidden Output

layer 2 layer 3 layer 4 layer

T2 O wo

Activation
function

Output

Tp O——— Wy
Weights

¥ f(Zi ziw; + b)

Y

ReLU

R(z) =max(0, z)‘




Artificial neural networks can be “universal function
approximators”

By stacking many simple nonlinear
functions, neural networks can 1]
approximate more complex functions.

The exact function they approximate
is controlled by the weights.

hackernoon



Artificial neural networks are made of artificial neurons

Input Hidden Hidden Hidden Hidden Output
layer  layer 1 layer 2 layer 3 layer4  layer

How do we set

these Welghts? — " RelU
) ) . R(z) =max(0, 2)
Finding the
. . A w1 Activation 6
best weights is function Output
known aS 1| f(ZZ TiW; + b) Y !

“training” the

network




The loss function tells the network what we want it to do

If we want to train a model on a
regression problem, for example, we

may use Mean Squared Error as the Mean
loss function. 1 — Error Squared
Also known as “cost” or “objective” MSE — | — E (Yz, _ Y\;E
function. Higher values mean the n 4 ] L

9=

model is performing poorly.

When we have the “correct

answer” that we can train the Correct Output of
network with, this is known as answer the model
“supervised learning”

Haltakov



How do we use the loss function to learn the right weights?

Input Hidden Hidden Hidden Hidden Output
layer  layer 1 layer 2 layer 3 layer4  layer

“Backpropagate
the error”



Backpropagation algorithm

Forwardpass

@ z

Backwardpass
dL _ dL dz
de = dz dx
dL
dz
dL . "dldz

dy — dz dy

Kratzert

By applying the chain rule for derivatives, we can calculate exactly in which
direction a weight should change in order to make the loss function decrease



Backpropagation algorithm

: l .
s __ (OError
W,= W (5o

Weights are updated in this direction, with a magnitude dependent on the learning
rate parameter.

HMKcode



Gradient descent

One way to think of training is as a “downhill walk” through parameter space,
according to the loss function. The derivatives with respect to the loss function are

known as gradients.
Forwardpass

...Loss

Loss

Backwardpass

dL _ dL dz
dr =~ dz dz

dL
dz

Amini et al
dr _ dL dz X

dy — dz dy



“Stochastic” Gradient descent

These steps are taken one per “batch” of inputs (batches are made by dividing the
full training data into many smaller sets).

A full pass through all
batches in the training data
is known as an “epoch”

Loss

Amini et al



So, to train a network you:

1. Pass a batch of images through it and get the model’s output

2. Calculate the value of the loss function on those images using the correct
answers

3. Calculate the average of the gradient of the loss function for that batch with
respect to the weights

4. Move the weights in the direction the gradients tell you to

5. Repeat until you've gone through at least one full epoch of your training data
(but usually many more)



If we train on a set of training data, we need to...

Loss

0.9
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0.3 e Training Loss
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0.1

0 100 200 300 400 500 600
Epochs

Validate how well the model generalizes to a held out test set



Videos on backprop:

https://www.3blue1brown.com/lessons/gradient-descent

https://www.3blue1brown.com/lessons/backpropagation

https://www.3blue1brown.com/lessons/backpropagation-calculus

Backpropagation

/ )
1 - |

)€
.

Tt

y o
&k

A" S 0N
] 5 g 5 |
.'"-_-. <4 ; '
\ N \Jy J ]
) ¢ /



https://www.3blue1brown.com/lessons/gradient-descent
https://www.3blue1brown.com/lessons/backpropagation
https://www.3blue1brown.com/lessons/backpropagation-calculus
http://www.youtube.com/watch?v=Ilg3gGewQ5U

For your reading:

The paper uses a specific type of artificial neural network commonly used in
computer vision called a “convolutional neural network”. We will get into the details

of this kind of model next week.



For your reading:

The paper also explores “cross entropy” loss functions. These are normally used
when you are trying to categorize your inputs rather than map them to a
continuous value (regression). In this case, the model outputs a probability
distribution over categories and the loss is:

Log Loss

S

w

H(P*| P) =—2|P_*|(i), 10g|P_(|Q.

TRUE CLASS PREDICTED CLASS
DISTIRBUTION DISTIRBUTION

-log(p(x))

o
o
o
o
N
<]
H

0.6 0.8 1.0
p(x)



Reminders for your PMIRO+Q

Keep it short! Get to the essence!

Use your own words, don’t copy-paste



