
ML4CC: Lecture 11

Sit with your discussion groups (same as last time)



Assignments reminder

Keep doing your PMIRO+Q 

Apr 18 - Project check-ins during class

Apr 25 - Exam II

May 2 - Project Presentations 

Project reports due May 9th.



Summary of last paper

P - Want to advance methods for real-world reinforcement learning problems like 
EV charging

M - Create a benchmark dataset and try standard RL methods

I - Uses real world data related to sustainability problems

R - Standard methods don’t do particularly well, leaving room for improvement

O - how high can performance be on this problem?



Climate Change in the News





Paper 9 Discussion 



Attendance 

Select one person from the group to go to this Google Doc and write down the 
names of all people present in the group (remember to mark who took 
attendance!). If someone is virtual, mark it with a V.

https://docs.google.com/document/d/1PKhw9E2lJpAnFrFO88DOc2rscZFVlcIv47Q
Na5h1sGs/edit?usp=sharing (link is in Brightspace under Syllabus content) 

https://docs.google.com/document/d/1PKhw9E2lJpAnFrFO88DOc2rscZFVlcIv47QNa5h1sGs/edit?usp=sharing
https://docs.google.com/document/d/1PKhw9E2lJpAnFrFO88DOc2rscZFVlcIv47QNa5h1sGs/edit?usp=sharing


Discussion Question 1

What is a ROPF and why is it desirable here?



Reduced Optimal Power Flow problem

OPF problems grow with complexity 
as more components and constraints 
are added to the grid. 

By identifying a subset of the grid to 
focus our constraints on, we can 
make the OPF problem easier. 



Discussion Question 2

How is the data generated here?



Solving the OPF problem for a bunch of fake examples

Lines that, according to the OPF solution, would need to be working at a large 
percentage of their capacity are labeled as congested.



Discussion Question 3

What is the input to the GNN model? What 
does the model output? 



Input: Node and Edge Info
[Load, max/min gen, branches, type]

[Reactance, rating limit]



Output: Edge Classification
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Discussion Question 4

What other model architectures are trained? How do they differ in structure from 
the GNN?



Regular ANN and Convolutional NN

Convolution:

These other models do not take in the 
adjacency matrix. They also process 
branch and bus features separately 
until the end of the network



Discussion Question 5

Describe Figure 10 in your own words



Error distribution

The plot shows that false 
positive errors (saying a 
line is congested when it 
isn’t) and false negative 
errors (saying it is not 
congested when it is) tend 
to occur on the same lines, 
suggesting a small set of 
lines are generally hard to 
predict. 



Discussion Question 6

Explain figure 13 in your own words. Why does this result make sense?



False negatives lead to physical violations

When branches are incorrectly 
labeled as non-congested, they are 
not included in the ROPF problem. 
This means the ROPF solution is 
not required to obey their line limits. 
Therefore, the solution sometimes 
does indeed violate them.



Discussion Question 7

Describe the trends shown in Figures 14 and 15. Why do the changes as a 
function of threshold make sense?



Increasing threshold increases error and reduces compute 
time

The GNN performs best and runs in the least time.

Increasing the threshold for what counts as congested reduces the number of lines monitors in 
the ROPF (and therefore the run time) but may involve ignoring lines that are congested.



Discussion Question 8

Share what questions you wrote in your PMIRO+Q and decide as a group what 
you’d like to ask. 



Update your PMIRO+Q

Submit a second file to the Brightspace assignment (don’t overwrite the original):

It should:

Update your PMIRO as needed

Answer your own Q

You can be talking with your group during this! 



15 min break



Lecture

Climate Content: Carbon dioxide removal

Machine learning: Review of many topics, Multi-task learning 



Negative emissions

Most models of how we 
can now stay below 2 
degrees C require net 
negative emissions at 
some point.



“Net zero”

‘Net-zero emissions’ means that 
all sources of emissions are 
balanced out by the removal of 
GHGs.



“Net zero”

‘Net-zero emissions’ means that 
all sources of emissions are 
balanced out by the removal of 
GHGs.

Net negative emissions means 
that more GHGs are removed 
from the atmosphere than emitted



The IPCC on carbon dioxide removal

https://www.carbonbrief.org/in-depth-qa-the-ipccs-sixth-assessment-on-how-to-tackle-climate-change/#co2removal



How can GHGs be removed from the atmosphere?



How can GHGs be removed from the atmosphere?
IPCC

When evaluating removal methods, need to consider process (including energy) and permanence.



ML for ecological restoration

According to the IPCC, tree-planting and ecosystem restoration are the only 
“widely deployed” forms of CO2 removal.



How can GHGs be removed from the atmosphere?
IPCC

When evaluating removal methods, need to consider process (including energy) and permanence.



(Geo)chemical carbon dioxide removal
Enhanced Weathering: A speedup of a natural process...

http://www.youtube.com/watch?v=4IUQn9uL6W0


(Geo)chemical carbon dioxide removal

Direct air capture (DAC) aims 
to pull carbon dioxide out of 
plain air.

(A separate technology, “carbon capture”, 
tries to recapture carbon dioxide released 
during fuel burning. This cannot create 
net-negative emissions)

According to the IPCC: Despite limited use at present, technologies such as direct air capture, 
are projected to make a “moderate to large” contribution to future CO2 removal



(Geo)chemical carbon dioxide removal

http://www.youtube.com/watch?v=mG9FZ9zqOdo


Uses of captured carbon

Aspen Institute



According to the IPCC...

The upscaling of many CO2 removal methods faces “various feasibility and sustainability 
constraints” 

Enhanced weathering, meanwhile, “has been demonstrated in the laboratory and in small scale 
field trials, but has yet to be demonstrated at scale”.

Direct air capture and storage is currently limited by its large energy requirements and by cost; the 
technology is at a “medium readiness level”.



Direct Air Capture is hard: Can ML make it better?

We need materials that can 
cheaply filter out CO2.



Direct Air Capture is hard: Can ML make it better?

We need materials that can 
cheaply filter out CO2.

“Polymer membranes” need to 
be selective (only let CO2 pass) 
and permeable (let a lot of CO2 
pass)



Direct Air Capture is hard: Can ML make it better?

Can ML design better 
polymers?

“Polymer membranes” need to 
be selective (only let CO2 pass) 
and permeable (let a lot of CO2 
pass)



Topics we’ve already talked about that are mentioned in 
this paper:

Elasticnet

Ensemble methods

XGBoost

Feed forward neural networks

Emulators

Reinforcement Learning

Pareto fronts

Graph neural networks

Transformers

Unsupervised learning

Cross validation

Hyper parameter tuning



ElasticNet: Regularized Linear Regression

Lasso Ridge

Lasso + Ridge = “ElasticNet”



Basic Feedforward Neural Network

In
pu

t



XGBoost

Gradient Boosted Trees (i.e. an ensemble method)

Each tree predicts and subtracts the errors 
of the one before



Topics we’ve already talked about that are mentioned in 
this paper:

Elasticnet

Ensemble methods

XGBoost

Feed forward neural networks

Emulators

Reinforcement Learning

Pareto fronts

Graph neural networks

Transformers

Unsupervised learning

Cross validation

Hyper parameter tuning



Reinforcement learning
When using reinforcement learning to solve a control problem, the aim is to 
develop a policy that controls an agent to maximize reward. 

The policy is a function that takes in a state observation and produces an action.

https://www.mathworks.com/company/newsletters/articles/reinforcement-learning-a-brief-guide.html 

https://www.mathworks.com/company/newsletters/articles/reinforcement-learning-a-brief-guide.html
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this paper:

Elasticnet
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The pareto front is the result of trade-offs in the various 
objective terms 

CO2_term

co
st

_t
er

m
“Impossible” 
ground ‘beef’

Ground beef

Ground 
turkey

Filet 
Mignon

Trying to 
minimize:
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this paper:
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Graph Neural Networks (GNNs)

GNNs are artificial neural networks that can 
take graphs as input. 

The graphs are represented by their adjacency 
matrix and any values needed to provide 
information about each node or edge.

The neural network learns how to combine 
information across nodes using a message 
passing algorithm. 



Graph Neural Networks for molecules

Molecules are naturally represented as graphs!

Park et al, 2022



Topics we’ve already talked about that are mentioned in 
this paper:

Elasticnet

Ensemble methods

XGBoost
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Transformer architecture

Key insight: combine 
information across words. 
This is known as 
“self-attention”.



Transformers for molecules

Need to represent the 
molecular structure as a 
sequence of characters 

Xu et al, 2022



Topics we’ve already talked about that are mentioned in 
this paper:

Elasticnet

Ensemble methods

XGBoost

Feed forward neural networks

Emulators

Reinforcement Learning

Pareto fronts

Graph neural networks

Transformers

Unsupervised learning

Cross validation

Hyper parameter tuning

New topic: multi-task learning



Multi-task learning: making a single model do multiple 
things



Multi-task learning: making a single model do multiple 
things

1

Output 2

The loss function 
needs to include terms 
for each output




