
Climate Finance
Offsets and disclosures



Assignments

Written Project Plan

Due TONIGHT the 23rd by midnight. 

Project Plan Presentation

Tuesday the 28th, in class. 



Project plan presentation

~3 minutes, 3 slides. (time yourself beforehand to make sure you have the right 
length!) 

Explain the problem, dataset, and planned methods. Include why you’ve chosen 
what you have. 

Not all team members need to speak in the project plan presentation. 

March 28th in class. 

ADD YOUR SLIDES TO THE PROVIDED GOOGLE SLIDES PRESENTATION 
BEFORE CLASS



Climate change in the news



Climate change in the news

https://carbonherald.com/new-jerse
y-law-low-carbon-concrete/ 

https://carbonherald.com/new-jersey-law-low-carbon-concrete/
https://carbonherald.com/new-jersey-law-low-carbon-concrete/


Recap



Addressing climate change takes money

Some methods of reducing 
GHGs are actually financially 
beneficial (such as increasing 
energy efficiency), but others 
will cost a significant amount of 
money. 



But the effects of climate change are even more expensive

$2.2 trillion in losses since 1980 for the US

And over the next 50 
years, nearly 900,000 jobs 
could disappear each year 
due to climate damage

https://e2.org/reports/cost-of-climate-change/ 

https://e2.org/reports/cost-of-climate-change/


Where should that money come from?

Corporations

Carbon Tax

Carbon Credits/Offsets



People believe companies should pay

Respondents in every country surveyed 
were united against increasing costs to 
taxpayers or consumers. In the U.S., 15 
percent of adults said climate change costs 
should be borne by consumers through 
higher prices. Eighteen percent said 
taxpayers should pay a lot of the cost.

A POLITICO Morning Consult Global 
Sustainability Poll asked people in 13 
countries who should pay — 
governments, taxpayers, consumers, 
other countries, or the private sector. In 
every country but one — India — 
respondents singled out companies.

https://www.politico.com/news/2022/02/09/climate-change-expensive-who-should-pay-00005198 

https://www.politico.com/news/2022/02/09/climate-change-expensive-who-should-pay-00005198


Taking oil companies to court to pay for climate change

https://www.pbs.org/wgbh/frontline/article/us-cities-states-sue-big-oil-climate-change-lawsuits/ 

https://www.pbs.org/wgbh/frontline/article/us-cities-states-sue-big-oil-climate-change-lawsuits/


Carbon tax

According to the EPA, tax-based 
regulatory systems provide incentives 
for polluters to find cost-effective 
solutions to emissions control. 

Firms will either pay the tax or, if it is 
cheaper, they will reduce emissions to 
avoid the tax.



Offsets and carbon credits

http://www.youtube.com/watch?v=b1xHUwszumw


Blockchain-based carbon credit tracking

The blockchain creates a public ledger 
that can be used to verify that an entity 
has bought or sold carbon credits. 

Most blockchains run on “proof of work”



Proof of Work requires way too much energy

Any one proposing a 
blockchain-based carbon 
credit system or crypto-funded 
climate company will need to 
address energy issues

https://www.whitehouse.gov/wp-content/uploads/2022/09/09-2022-Crypto-Assets-and-Climate-Report.pdf 

https://www.whitehouse.gov/wp-content/uploads/2022/09/09-2022-Crypto-Assets-and-Climate-Report.pdf


Machine Learning requires energy too though

Very large models (like ChatGPT) can use an 
enormous amount of energy for training.



Paper Deep Dive

https://arxiv.org/pdf/2011.08073.pdf 

https://arxiv.org/pdf/2011.08073.pdf


Background

Climate change will cause a lot of financial impacts.

“It is difficult to predict exactly how and where climate change will impact financial assets, 
largely due to the lack of quantitative data on the subject. ”

In 2019, the Task Force on Climate-related Financial Disclosures estimated that out of the 
1000 companies whose reports they analyzed, only 29% made relevant climate 
disclosures, stating that they were “concerned that not enough companies are 
disclosing decision-useful climate-related financial information" [4]. 

“This data is often in textual format, buried in hundreds of pages of financial documents 
which must be manually analyzed, requiring significant time and effort.



The goal

Create a tool allowing more efficient analysis of financial reports, reducing the time 
and effort required to identify climate-relevant disclosures.

Specifically, find a sentence in a financial report that answers a specific climate 
disclosure question. 



Brainstorm

What kind of data would you want to have to be able to approach this problem?

What kind of methods would you apply?

How would you measure success?

What difficulties might you face?



Natural Language Processing

NLP requires building algorithms that 
can make sense of text.

NLP tasks can be incredibly challenging 
due to the diverse ways in which people 
use language and how language relates 
to the real world. 

https://datasciencedojo.com/blog/natural-language-processing-applications/ 

https://datasciencedojo.com/blog/natural-language-processing-applications/


Natural Language Processing

Requirement: Represent meaning as a vector of numbers

JayAlammar samyzaf.com 

https://twitter.com/JayAlammar


Natural Language Processing

Requirement: Represent meaning as a vector of numbers

Simplest approach = represent words in terms of how often they co-occur with 
other words. 



This paper’s approach 

Use a “Large Language Model” (LLM)

Feed it a question and sentence from the financial report and train it to determine 
if they are a match or not



Large Language Model lineage

RoBERTa: “Robustly optimized BERT approach”

BERT: “Bidirectional Encoder Representations from Transformers”

Transformers: 

“self-attention”



Large Language Model lineage

https://huggingface.co/course/chapter1/4?fw=pt 

https://huggingface.co/course/chapter1/4?fw=pt


Architecture of a Large Language Model

Many language tasks are “sequence to sequence” problems that can be solved 
with an encoder and decoder. The encoder and decoder are each artificial neural 
networks

https://lena-voita.github.io/nlp_course/seq2seq_and_attention.html 

https://lena-voita.github.io/nlp_course/seq2seq_and_attention.html


Neural networks

Vieira et al.

Basic or “vanilla” networks 
multiple weights by node activity, 
sum these values, and rectify the 
sum.



Transformer architecture



Transformer architecture

Key insight: combine 
information across words. 
This is known as 
“self-attention”.



Training RoBERTa

Not trained on language translation or sentence generation.

Trained with a “masking” task: predict hidden word.



The data

Pre-trained on a very large amount of text:

160 GB of text from Books Corpus, English 
Wikipedia, CommonCrawl News dataset (63 
million articles), Web text corpus, and Stories 
from Common Crawl. 



These models are very large

These models can take days or 
weeks to train on large GPU 
clusters (and therefore use a lot 
of energy).

Therefore, individual research 
groups do not train their own. 
They simply download the 
connection weights of 
pre-trained models. 



Data problem!

The text this model has been trained on doesn’t contain enough financial terms.

What can be done?



Fine tune on financial reports

2,249 publicly available financial and sustainability reports pulled from sources 
such as the Securities and Exchange Commission and the Global Reporting 
Initiative databases.

Train the model a bit more with these text sources. 



Fine tune on financial reports

2,249 publicly available financial and sustainability reports pulled from sources 
such as the Securities and Exchange Commission and the Global Reporting 
Initiative databases.

Train the model a bit more with these text sources.

*Annoying technical issue*: 

“We extracted the raw text from the PDFs of the reports...sentences that were part 
of a PDF table were often not identified by our approach” 



Training procedure

*In this paper, they tested two versions of RoBERTa, 
one with 125m parameters and one with 355m. They 
found the larger one didn’t increase performance 
enough to warrant the increased compute costs

1. Use a large 
language model* 
that was 
pre-trained on 
Wikipedia and 
Common Crawl

2. Fine tune on 
financial documents



Training procedure

1. Use a large 
language model* 
that was 
pre-trained on 
Wikipedia and 
Common Crawl

2. Fine tune on 
financial documents

3. Supervised training 
on labeled question 
data



The data

“We reached out to a team of 
sustainability analysts, who were able to 
provide us with a small set of financial 
reports from previous years, 
hand-labeled using the 14 questions 
from the Task Force on Climate-related 
Financial Disclosures.”



The data
“Positive examples consisted of pairs of questions and sentences which contained 
the answers to the questions, whereas negative examples were generated by 
pairing the remaining sentences with the questions that they did not answer”

“Our ClimateQA model was trained on 15,000 negative examples and 1,500 positive examples, 
whereas the development set comprised of 7,500 negative examples and 750 positive examples, 

while the test set had 1,200 negative and 400 positive examples”



“Development” or “validation” data

galaxyinferno.com 



Evaluation 



Evaluation 

Binary classification with imbalanced data

F1 ranges from 0 to 1



Results



Results

“We found that the Energy sector had the best results, most likely due to the homogeneity of the 
companies in the labeled data we received – most of it was from oil and gas companies who 
disclosed very similar risks and opportunities and often used extensive boilerplate language.”



Implementation

The model must be easily available and simple to interact with in order for it be 
used and have impact. 

“We have spent a significant amount of time and effort deploying our ClimateQA 
model. To this end, the model is hosted on the Microsoft Azure cloud, allowing 
users to interact with a web application without needing ML expertise. 

Via the website, a user is able to upload PDF files to be analyzed and receive a 
batch ID which they can subsequently use to check if they have been processed.”



Further Resources

Review of Machine Learning methods used in Climate Finance: 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4352569 

Microsoft report on offsets: 
https://www.microsoft.com/en-us/corporate-responsibility/sustainability/carbon-rem
oval-program 

NLP online course: https://lena-voita.github.io/nlp_course 

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4352569
https://www.microsoft.com/en-us/corporate-responsibility/sustainability/carbon-removal-program
https://www.microsoft.com/en-us/corporate-responsibility/sustainability/carbon-removal-program
https://lena-voita.github.io/nlp_course


Summary


