
Alternative Energy Sources
Renewables 



Assignments

Brightspace discussion question:

“What do you think of our paper deep dives so far? Anything you like about them or would like to 
be different? (Be honest!)”

Due this Friday by 5pm. 

Third programming assignment on identifying crops in remote sensing data (with grading rubric)

Due Friday the 3rd by midnight. 

Midterm - March 9th (review on Mar 2)



Climate change in the news



Climate change in the news



Recap



Energy Sources



The need to produce more energy from clean sources



The need to produce more energy from clean sources



Wind turbines

Convert kinetic energy of air into electric 
power using a generator. 

http://hyperphysics.phy-astr.gsu.edu



Wind turbines

Convert kinetic energy of air into electric 
power using a generator. 

Can be horizontal or vertical. 

Horizontal are more common and can produce 
more energy, but come with high costs of 
sound pollution, space needs, wildlife 
interference, and failure due to environmental 
damage.



Wind turbines

Focused on maintenance: monitor functions and detect scenarios that might 
trigger maintenance, e.g., detect significant deviations from normal operation in 
the turbine.



Photovoltaic solar panels

A photovoltaic cell is composed of many 
layers of materials, each with a specific 
purpose. The most important layer of a 
photovoltaic cell is the specially treated 
semiconductor layer. It is composed of 
two distinct layers (p-type and n-type), 
and is what actually converts the Sun's 
energy into useful electricity through a 
process called the photovoltaic effect . 
On either side of the semiconductor is a 
layer of conducting material which 
"collects" the electricity produced

https://energyeducation.ca/encyclopedia/Photovoltaic_cell



Photovoltaic solar panels

ML algorithms are used to enhance current structural designs and materials of 
photovoltaic cells and solar thermal systems.



Hydropower

Hydropower plants are one of the 
oldest mechanisms used to produce 
power due to their simplistic 
mechanisms.

Very efficient: reaching up to 95% 
efficiency for large scale and 85% in 
small scale applications.



Hydropower

Machine learning mainly has applications to basic operations and fault detection 



Weather prediction

Wind, solar, and hydropower 
systems all benefit from more 
accurate prediction of climate 
factors



Bioenergy

Biomass is converted into energy through 
different methods: Solid biomass can be 
burned to produce steam at high pressure to 
move a turbine and a generator. Through a 
gasifier, biomass can be converted into 
syngas, a synthesis gas that mainly consist 
of hydrogen, methane, carbon monoxide, 
and carbon dioxide. Additionally, biomass 
could be chemically converted into pyrolysis 
oil using heat, thus making it suitable for 
transportation.



Bioenergy

Machine learning can be used to bypass computationally expensive calculations 
of, e.g., the gasification process. 



Paper Deep Dive

https://www.sciencedirect.com/science/article/pii/S0306261917305822



Optimizing grate fired biomass boilers

“Grate firing is the most widely used 
method for biomass combustion.

Grate-fired boilers are known to 
have lower efficiency compared to 
e.g., fluidized bed combustors, 
therefore, given the share of the 
technology in global renewable 
energy production, it is important to 
optimize their operation.”



Direct goal: predict output water temperature in real time 

“The motivation behind the prediction system is the desire to eliminate or reduce 
uncertainty caused by heterogeneous fuel quality and highly complex combustion 
process in systems operated under varying loads. Such a prediction system is 
meaningful in boiler systems that operate without installed on-line fuel analysis 
systems (e.g., on-line moisture analyzers).”

“The objective of the prediction system was to predict the output water 
temperature of the boiler in a multistep-ahead scheme in order to help issue 
warnings regarding potential future operating problems and facilitate robust 
control.”



Brainstorm

What kind of data would you want to have to be able to approach this problem?

What kind of methods would you apply?

How would you measure success?

What difficulties might you face?



Innovation: Use images to predict

“It is hypothesized that flame images contain quasi-instantaneous information 
about the combustion process and fuel properties. If this hypothesis is valid, flame 
imaging can become an inexpensive and reliable tool for the optimization of boiler 
operation, offering additional benefits, i.e., from the point of process safety.”



Data Collection

The boiler was equipped with an on-line 
measurement system integrated into a 
distributed control system (DCS) that 
monitored several operational parameters, 
including chamber temperature, return 
and output water temperatures, fan 
speeds, boiler capacity and hydraulic 
pressures of the step-grate, fuel feeding 
and de-ashing systems. An additional 
electrochemical cell flue gas analyzer was 
installed to record CO2 emissions The boiler was integrated into a 

sawmill process, producing heat for 
steaming timber products. Wood 
chips, by-products of the sawing 
process were used as fuel. PA and 
SA are air sources.



Data Collection

The lens and the camera were protected 
by a tube-in-a-tube type cooling system. 
Compressed air was used as a coolant. 
Small holes in the front-end piece of the 
stainless steel housing, outside of the first 
optical element in the lens, ensured 
positive pressures inside the pinhole lens, 
therefore avoiding dust deposition. The 
cooling system of the camera maintained 
lens and camera temperatures below 30 °
C.



Data Collection

Flame images were acquired by using a 
Basler Ace acA1300-22gc model digital 
camera. The camera utilized a global 
shutter CCD sensor. Images were 
acquired at a rate of 13 Hz. The exposure 
time of the sensor was set at 0.75 
ms—this made sure that little to no pixel 
saturation and image streaking occured in 
the images. The pixel resolution of the 
images was 488 × 582. Images were RGB.



Computation problem!

“Since the images had a pixel resolution of 488 × 582 with an RGB bit depth of 24 
bit, and the camera operated at 13 Hz, the image data rate was approximately 11 
million 8-bit integers per second.”  

Too much for real time computing. What can be done?



Solution: Subsampling

Many options for subsampling but here they:

1. Calculate the first four statistical moments (the mean, variance, skewness and 
kurtosis) of each color channel



Solution: Subsampling

Many options for subsampling but here they:

1. Calculate the first four statistical moments (the mean, variance, skewness and 
kurtosis) of each color channel

2. Take the spatial gradient of the red channel and calculate the first four 
moments of its magnitude and orientation.



Averaged images for 
different feature 
values.



Solution: Subsampling

“The more elegant and exact methods for data reduction (e.g., PCA) were not 
used in the current study, because lower statistical moments (the mean and 
variance) can be intuitively interpreted by human operators. As part of a 
monitoring system for an industrial process overseen by humans, the benefit 
of being human-readable outweighed the potential benefits of optimal data 
representation.”



Non-image input features

“Seven of the many recorded parameters were selected as inputs for the machine 
learning system: boiler capacity percentage, output water temperature, return 
water temperature, flue gas O2 content and the capacities of primary and 
secondary air fans. It is important to note here that the predicted quantity is the 
future values of the output water temperature, but its current (instantaneous) value 
is used as an input feature as well. In other words, when computing predictions at 
very short times ahead, the predictions should be dominantly determined by the 
current value of the output water temperature.”



Data problem!

“Another important point is the temporal synchronization of the measurements 
from the DCS with image data. Since the camera operated at 13 Hz, a set of 
image features was available at approximately every 80 ms, while the DCS 
collected measurements much less frequently, once in every 10 s (the low 
sampling frequency was necessary due to strict long-term archiving requirements). 
”

What can be done?



Solution: constant interpolation

“The coarser data, entries from the 
DCS, were synchronized with image 
data by using a piecewise constant 
extrapolation scheme—the values of the 
operating parameters were kept the 
same as those of the last available entry 
in the coarser dataset, until a set of 
updated values became available.”



Example data

The boiler has intrinsic 
cycles reflected in the data.



Feature Summary



Model

Time steps were spaced 8 
seconds apart, up to (8 
seconds x 200 =) 28 minutes 
ahead.

This creates multiple 
predictions for the same time 
bin, therefore producing a 
distribution.  



Model

Neural network(s) with 27 
input features and (200) 
different hidden unit blocks 
and outputs for different future 
time steps. Each block has 5 
hidden layers with 50 neurons 
each.



Model

Network is run every 80ms 
(camera sampling rate).

With the given network 
architecture, computing 200 
predictions took approximately 
60 ms, which, given the 
interframe time (80 ms) is 
manageable in real-time 
operation.



Model

Using a single block for all 
200 predictions runs faster but 
had worse performance.



Training and test data

The training dataset spanned a time interval of 6 h, with approximately 280,000 
flame images and 2200 entries from the boiler measurement system.

Test data was collected from a separate 6h interval 



Results

The maximum time-ahead of 
approximately 28 min was 
established based on the errors the 
network produced as a function of 
time-ahead. Time-ahead values 
above 28 min seemed to produce 
unacceptably high errors. This 
indicates that the proposed network 
architecture was unable to find 
feasible relations between output 
water temperature and the learning 
features for predictions for longer 
time horizons than 28 min

The blue lines show the actual measurements in 20 scenarios. 
Shaded areas indicate the probability density of predictions 



Results

After a time-ahead of 
approximately 28 min, the RMSE 
of predictions was found to 
increase rapidly, with the 
predictions becoming unrealistic, 
in some cases unable to follow 
general trends. This is probably 
due to the typical cycle time of 
the boiler in the training data, 
which was 20–50 min. Most 
likely, the ANN learns typical 
operation patterns including cycle 
times. 

Would this model generalize well to other 
boilers?



Results

More computational expensive 
architectures can perform better. (5, 50)

test performance 



Results

“In many applications, artificial neural networks provide superior predictive power 
over other techniques. One significant drawback however is that ANN’s do not 
provide explanatory insight into the causal relations between the input and output 
parameters.”



Results



Results



Results
The two methods produced agreeing results in the case of many 
inputs—capacity, the instantaneous value of the output water temperature, the 
input water temperature, the standard deviation of the red channel intensities 
and several image gradient-based parameters were deemed as important by 
both techniques.



Results
“The internal relations of the NN revealed by sensitivity and COR analysis are somewhat unintuitive. 
For example one would not expect the low importance of parameters derived from the green and blue 
channel intensities, since the ratios of channel intensities carry pyrometric information about flame 
temperature, a fundamental physical property affecting combustion. Furthermore, the only relatively 
important radiometric parameter was the standard deviation of the red channel intensities—one 
would expect more sensitivity to the mean red intensity value, since it corresponds to the overall 
radiative intensity of the flame.”





Further Resources

ML for renewables review article: 
https://www.sciencedirect.com/science/article/pii/S0263876221003312

ML for nuclear review: 
https://www.sciencedirect.com/science/article/pii/S1359028621000784  

ML for nuclear waste review: 
https://www.sciencedirect.com/science/article/pii/S0306454922004820 

Short article on “floatovoltaics”: 
https://www.nature.com/articles/d41586-022-01525-1 

https://www.sciencedirect.com/science/article/pii/S0263876221003312
https://www.sciencedirect.com/science/article/pii/S1359028621000784
https://www.sciencedirect.com/science/article/pii/S0306454922004820
https://www.nature.com/articles/d41586-022-01525-1


Summary


